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ABSTRACT

The integration of artificial intelligence (AI) technologies in e-commerce has revolutionized online retail, enabling
personalized experiences, automated customer service, and sophisticated fraud detection. However, this technological
advancement brings significant ethical and privacy challenges that require careful examination. This paper analyzes the
primary ethical concerns surrounding Al implementation in e-commerce, including privacy violations, algorithmic bias,
manipulation of consumer behavior, and transparency issues. Through examination of current practices, regulatory
frameworks, and proposed solutions, this research highlights the need for balanced approaches that harness Al's benefits
while protecting consumer rights and maintaining ethical standards. The findings suggest that sustainable Al
implementation in e-commerce requires comprehensive privacy protection measures, algorithmic accountability, and
ethical guidelines that prioritize consumer welfare alongside business objectives.
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1. INTRODUCTION

Electronic commerce has undergone dramatic transformation with the integration of artificial intelligence technologies.
From recommendation systems that predict consumer preferences to chatbots that provide instant customer service, Al has
become the backbone of modern online retail operations. Major e-commerce platforms like Amazon, Alibaba, and eBay
process millions of transactions daily, leveraging machine learning algorithms to optimize everything from pricing
strategies to supply chain management.

While these technological advances have created unprecedented convenience and efficiency, they have also introduced
complex ethical and privacy challenges. The collection and analysis of vast amounts of personal data, the potential for
algorithmic discrimination, and the manipulation of consumer behavior through sophisticated Al systems raise fundamental
questions about the responsible use of technology in commercial contexts.

This paper examines the multifaceted ethical and privacy concerns arising from Al applications in e-commerce, analyzing
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both the benefits and risks associated with these technologies. By exploring current practices, regulatory responses, and
potential solutions, this research aims to contribute to the ongoing discourse on responsible Al implementation in digital
commerce

2. LITERATURE REVIEW

2.1 AI Applications in E-Commerce

The application of Al in e-commerce spans multiple domains, each presenting unique ethical considerations.
Recommendation systems, perhaps the most visible Al application, analyze user behavior, purchase history, and
demographic data to suggest products. These systems have proven highly effective in increasing sales and customer
satisfaction, with studies showing that personalized recommendations can account for up to 35% of Amazon's revenue.

Pricing algorithms represent another significant Al application, enabling dynamic pricing based on demand, competition,
and consumer behavior. These systems can adjust prices in real-time, optimizing revenue while potentially creating
concerns about price discrimination and market manipulation.

Customer service automation through chatbots and virtual assistants has become increasingly sophisticated, with natural
language processing enabling more human-like interactions. While these systems improve efficiency and reduce costs, they
raise questions about transparency and the right of consumers to know when they are interacting with Al rather than human
representatives.

2.2 Privacy Concerns in AI-Driven E-Commerce

The foundation of Al effectiveness in e-commerce lies in data collection and analysis. E-commerce platforms gather
extensive information about users, including browsing patterns, purchase history, location data, device information, and
even biometric data through mobile applications. This comprehensive data collection enables highly personalized
experiences but creates significant privacy risks.

Research has identified several privacy concerns specific to Al in e-commerce. The aggregation of data from multiple
sources can create detailed consumer profiles that extend far beyond shopping preferences, potentially revealing sensitive
information about health conditions, financial status, political affiliations, and personal relationships.

The use of tracking technologies, including cookies, pixel tags, and cross-site tracking, enables e-commerce platforms to
monitor user behavior across the web, creating comprehensive behavioral profiles that may be used for purposes beyond
the original transaction context. This extensive surveillance capability raises concerns about consumer autonomy and the
right to privacy.

2.3 Ethical Frameworks and Al

Ethical considerations in Al applications have been extensively studied across various domains. The principles of
beneficence, non-maleficence, autonomy, and justice provide a framework for evaluating Al systems in commercial
contexts. In e-commerce, these principles translate to ensuring Al systems benefit consumers, avoid harm, respect
consumer choice, and treat all users fairly.

The concept of algorithmic accountability has emerged as a critical ethical consideration, emphasizing the need for
transparency in Al decision-making processes and the ability to explain algorithmic outcomes. This is particularly relevant
in e-commerce, where Al systems make decisions that directly impact consumer experiences and choices.

3. METHODOLOGY

This research employs a qualitative approach, conducting a comprehensive analysis of existing literature, industry reports,
regulatory documents, and case studies related to Al ethics and privacy in e-commerce. The methodology includes
examination of academic research from computer science, business ethics, and legal scholarship, as well as analysis of
industry practices and regulatory responses.

Data sources include peer-reviewed academic articles, government reports, industry white papers, legal cases, and policy
documents from major e-commerce platforms. The analysis focuses on identifying patterns, themes, and emerging issues
related to ethical and privacy concerns in Al-driven e-commerce applications.

The research adopts a multi-stakeholder perspective, considering the interests and concerns of consumers, businesses,
regulators, and society at large. This approach enables a comprehensive understanding of the complex ethical landscape
surrounding Al in e-commerce.

4. ETHICAL CONCERNS IN AI-DRIVEN E-COMMERCE
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4.1 Algorithmic Bias and Discrimination

One of the most significant ethical concerns in Al-driven e-commerce is the potential for algorithmic bias and
discrimination. Al systems can perpetuate or amplify existing social biases present in training data, leading to unfair
treatment of certain groups of consumers. This can manifest in various ways, including biased product recommendations,
discriminatory pricing, and unequal access to services.

Research has documented instances where Al systems in e-commerce have exhibited gender bias in product
recommendations, showing different products to users based on inferred gender rather than actual preferences or needs.
Similarly, pricing algorithms may engage in discriminatory practices, charging different prices to consumers based on
demographic characteristics or perceived ability to pay.

The challenge of algorithmic bias is compounded by the opacity of many Al systems, making it difficult to identify and
address discriminatory practices. Machine learning models, particularly deep learning systems, often function as "black
boxes" where the decision-making process is not easily interpretable, even by their creators.

4.2 Manipulation and Autonomy

Al systems in e-commerce have the potential to manipulate consumer behavior through sophisticated persuasion
techniques. By analyzing vast amounts of data about individual consumers, these systems can identify psychological
vulnerabilities and exploit them to encourage purchasing decisions that may not be in the consumer's best interest.

Dark patterns, user interface designs intended to manipulate users into making unintended choices, can be enhanced
through Al to become more effective and personalized. For example, Al systems might identify when a user is most likely
to make impulsive purchases and present targeted offers at those moments, potentially exploiting emotional states or
cognitive biases.

The use of Al to create artificial scarcity, personalized pressure tactics, and targeted emotional appeals raises questions
about consumer autonomy and the right to make informed, rational decisions without manipulation. These practices can be
particularly harmful to vulnerable populations, including children, elderly consumers, and individuals with impulse control
disorders.

4.3 Transparency and Explainability

The lack of transparency in Al decision-making processes creates significant ethical concerns in e-commerce applications.
Consumers often have no way of understanding why they are shown certain products, offered specific prices, or subjected
to particular terms and conditions. This opacity undermines informed consent and prevents consumers from making truly
autonomous choices.

The challenge of Al explainability is particularly acute in recommendation systems, where complex algorithms consider
hundreds or thousands of factors to generate suggestions. While these systems may be highly effective at predicting
consumer preferences, their lack of transparency makes it impossible for consumers to understand or challenge the basis
of recommendations.

Furthermore, the dynamic nature of Al systems, which continuously learn and adapt based on new data, means that
explanations of algorithmic decisions may become outdated quickly, complicating efforts to maintain transparency over
time.

4.4 Economic Manipulation and Market Distortion

Al systems in e-commerce can engage in sophisticated forms of economic manipulation that distort market mechanisms.
Dynamic pricing algorithms can coordinate pricing strategies across platforms, potentially leading to price-fixing or other
anti-competitive behaviors. While these systems may operate without explicit coordination between companies, their
similar algorithms and data sources can result in synchronized pricing that harms consumers.

The use of Al to manipulate search results and product rankings can also distort market competition, favoring certain sellers
or products based on factors other than quality or consumer preference. This can create unfair advantages for companies
with sophisticated Al capabilities while disadvantaging smaller competitors.

Additionally, Al systems can engage in predatory pricing practices, using detailed consumer data to identify individuals
who are less price-sensitive or more likely to accept higher prices, leading to systematic price discrimination that may
violate principles of fair trading.

5. PRIVACY CONCERNS IN AI-DRIVEN E-COMMERCE

5.1 Data Collection and Profiling
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The effectiveness of Al in e-commerce depends heavily on comprehensive data collection, creating significant privacy
concerns. E-commerce platforms collect vast amounts of personal information, including explicit data provided by users
and implicit data gathered through behavioral tracking. This information is used to create detailed consumer profiles that
can reveal intimate details about individuals' lives, preferences, and circumstances.

The scope of data collection often extends far beyond what is necessary for the specific transaction or service, raising
questions about proportionality and purpose limitation. Many e-commerce platforms collect data about users' browsing
behavior, social media activity, location patterns, and even biometric information, creating comprehensive surveillance
systems that monitor consumer activities across multiple contexts.

The aggregation of data from multiple sources enables the creation of "super profiles" that combine information from
various platforms and services. This data fusion can reveal sensitive information that users never explicitly provided, such
as health conditions inferred from purchase patterns or financial difficulties detected through browsing behavior.

5.2 Third-Party Data Sharing

E-commerce platforms frequently share consumer data with third parties, including advertisers, data brokers, and business
partners. This data sharing often occurs without explicit consumer consent or awareness, creating privacy risks that extend
far beyond the original commercial relationship.

The complexity of data sharing arrangements makes it difficult for consumers to understand who has access to their
information and how it is being used. Data may be shared with hundreds of third parties, each with their own privacy
practices and security standards, multiplying the potential for privacy breaches and misuse.

Cross-border data transfers add additional complexity to privacy protection, as different jurisdictions have varying privacy
laws and enforcement mechanisms. Consumer data collected by e-commerce platforms may be processed in multiple
countries, potentially exposing it to different legal frameworks and security standards.

5.3 Behavioural Tracking and Surveillance

Al-driven e-commerce platforms employ sophisticated tracking technologies to monitor consumer behavior across devices
and platforms. This pervasive surveillance enables detailed behavioral analysis but raises serious privacy concerns about
the extent and intrusiveness of data collection.

Tracking technologies include cookies, pixel tags, device fingerprinting, and cross-site tracking, which collectively create
comprehensive records of user activities online. These technologies can track users even when they attempt to browse
anonymously or have opted out of tracking, undermining user autonomy and privacy expectations.

The use of Al to analyze behavioral data can reveal sensitive information about individuals, including health conditions,
financial status, political opinions, and personal relationships. This inferential analysis can create privacy risks even when
users have not explicitly provided sensitive information.

5.4 Data Security and Breaches

The vast amounts of personal data collected by Al-driven e-commerce platforms create attractive targets for cybercriminals
and malicious actors. Data breaches involving e-commerce platforms can expose highly sensitive personal and financial
information, potentially leading to identity theft, financial fraud, and other harmful consequences.

The complexity of Al systems and their data processing workflows can create additional security vulnerabilities. Machine
learning models may inadvertently memorize and reproduce sensitive information from training data, creating risks of data
exposure through model inversion attacks or membership inference attacks.

Cloud computing and third-party Al services add further complexity to data security, as consumer data may be processed
by multiple organizations with varying security standards and practices. This distributed processing model can make it
difficult to maintain consistent security protections and respond effectively to security incidents.

6. REGULATORY LANDSCAPE AND COMPLIANCE

6.1 Current Regulatory Frameworks

The regulatory landscape for Al in e-commerce is rapidly evolving, with various jurisdictions implementing different
approaches to privacy protection and Al governance. The European Union's General Data Protection Regulation (GDPR)
has established comprehensive privacy rights that significantly impact Al applications in e-commerce, including
requirements for explicit consent, data minimization, and the right to explanation for automated decision-making.

The California Consumer Privacy Act (CCPA) and its successor, the California Privacy Rights Act (CPRA), provide similar
protections for California residents, including rights to know what personal information is collected, delete personal
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information, and opt-out of the sale of personal information. These regulations specifically address automated decision-
making and profiling, requiring businesses to provide meaningful information about the logic involved in such processes.

Emerging Al-specific regulations, such as the EU's proposed Artificial Intelligence Act, aim to establish comprehensive
frameworks for Al governance, including specific requirements for high-risk Al applications. These regulations may
significantly impact how Al systems are developed and deployed in e-commerce contexts.

6.2 Industry Self-Regulation

In response to growing concerns about Al ethics and privacy, many e-commerce companies have adopted self-regulatory
measures, including ethical Al principles, privacy by design practices, and algorithmic auditing procedures. These
voluntary initiatives aim to address stakeholder concerns while avoiding more restrictive government regulation.

Industry associations and standards organizations have developed guidelines and best practices for responsible Al
development and deployment. These initiatives focus on promoting transparency, fairness, and accountability in Al systems
while providing practical guidance for implementation.

However, the effectiveness of self-regulatory approaches remains questionable, as companies may prioritize commercial
interests over ethical considerations when voluntary measures conflict with business objectives. The lack of enforcement
mechanisms and standardized metrics for measuring ethical Al performance also limits the effectiveness of self-regulatory
initiatives.

6.3 Challenges in Regulatory Compliance

Complying with evolving privacy and Al regulations presents significant challenges for e-commerce companies. The
technical complexity of Al systems makes it difficult to implement traditional privacy protection measures, such as data
minimization and purpose limitation, while maintaining system effectiveness.

The global nature of e-commerce creates additional compliance challenges, as companies must navigate multiple regulatory
frameworks with potentially conflicting requirements. The cost and complexity of compliance can be particularly
burdensome for smaller e-commerce businesses that lack the resources of major platforms.

The rapid pace of technological change also complicates regulatory compliance, as regulations may become outdated
quickly or fail to address emerging privacy and ethical concerns. This creates uncertainty for businesses seeking to comply
with evolving legal requirements while continuing to innovate and compete.

7. CASE STUDIES

7.1 Amazon's Recommendation System

Amazon's recommendation system represents one of the most successful applications of Al in e-commerce, but it also
illustrates many of the ethical and privacy concerns discussed in this paper. The system analyzes vast amounts of user data,
including purchase history, browsing behavior, and demographic information, to generate personalized product
recommendations.

While highly effective at increasing sales and customer satisfaction, Amazon's recommendation system has faced criticism
for potential bias and manipulation. Research has suggested that the system may exhibit gender bias in product
recommendations and may prioritize products that generate higher profits for Amazon rather than those that best serve
customer needs.

Privacy concerns arise from the extensive data collection required for the system's operation, including tracking user
behavior across Amazon's various services and potentially sharing data with third parties. The system's opacity makes it
difficult for users to understand why specific recommendations are made or to challenge potentially biased or manipulative
suggestions.

7.2 Facebook's Targeted Advertising Platform

While not strictly an e-commerce application, Facebook's targeted advertising platform significantly impacts e-commerce
by enabling sophisticated consumer targeting for online retailers. The platform uses Al to analyze user data and deliver
highly personalized advertisements, raising significant privacy and ethical concerns.

The platform has faced criticism for enabling discriminatory advertising practices, where Al systems automatically exclude
certain demographic groups from seeing advertisements for housing, employment, or financial services. This demonstrates
how Al bias can perpetuate and amplify existing social inequalities in commercial contexts.

Privacy concerns include the extensive collection of personal data from multiple sources, including user posts, browsing
behavior, and third-party data brokers. The platform's complex data sharing practices and frequent policy changes have
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made it difficult for users to understand and control how their information is used.

7.3 Price Discrimination in Online Retail

Several studies have documented instances of price discrimination in online retail, where Al systems charge different prices
to different consumers based on demographic characteristics, browsing behavior, or other factors. These practices raise
concerns about fairness and transparency in Al-driven commerce.

Research has found evidence of price discrimination based on geographic location, device type, and browsing history. For
example, users of premium devices or those browsing from affluent neighborhoods may be shown higher prices for the
same products. While some forms of price discrimination may be legally permissible, they raise ethical questions about
fairness and equal treatment.

The use of Al to implement sophisticated price discrimination strategies can be particularly problematic when it targets
vulnerable populations or exploits information asymmetries. The opacity of these systems makes it difficult for consumers
to detect or challenge discriminatory pricing practices.

8. PROPOSED SOLUTIONS AND BEST PRACTICES

8.1 Ethical AI Development

Addressing the ethical concerns of Al in e-commerce requires adopting ethical Al development practices from the earliest
stages of system design. This includes incorporating fairness considerations into algorithm design, implementing bias
testing and mitigation strategies, and establishing clear ethical guidelines for Al development teams.

Organizations should adopt ethical Al frameworks that prioritize consumer welfare alongside business objectives. This
includes implementing principles such as fairness, transparency, accountability, and respect for human autonomy in all Al
applications. Regular ethical auditing of Al systems can help identify and address potential biases or harmful impacts.

Diverse and inclusive development teams can help identify potential biases and ethical concerns that might be overlooked
by homogeneous groups. Including ethicists, consumer advocates, and representatives from affected communities in the
development process can provide valuable perspectives on potential risks and harms.

8.2 Privacy by Design

Implementing privacy by design principles in Al systems can help address many privacy concerns while maintaining
system effectiveness. This approach involves incorporating privacy protections into system architecture from the beginning
rather than adding them as an afterthought.

Technical privacy-preserving technologies, such as differential privacy, federated learning, and homomorphic encryption,
can enable Al systems to function effectively while providing strong privacy protections. These technologies allow for data
analysis and machine learning without exposing sensitive personal information.

Data minimization practices, including collecting only necessary data and regularly deleting unused information, can
reduce privacy risks while potentially improving system performance. Implementing purpose limitation ensures that data
is used only for its originally intended purpose, preventing function creep and unauthorized uses.

8.3 Algorithmic Transparency and Explainability

Improving algorithmic transparency and explainability can help address concerns about Al opacity and enable more
informed consumer choice. This includes providing clear explanations of how Al systems work, what data they use, and
how they make decisions that affect consumers.

Developing explainable AI techniques specifically for e-commerce applications can help consumers understand
recommendation systems, pricing decisions, and other Al-driven processes. These explanations should be tailored to
different audiences, providing technical details for expert users while offering simplified explanations for general
consumers.

Implementing algorithmic auditing procedures can help identify potential biases, errors, or harmful impacts in Al systems.
Regular auditing should include both technical testing and human review to ensure that Al systems operate fairly and
transparently.

8.4 Consumer Empowerment and Control

Empowering consumers with greater control over Al systems can help address autonomy and consent concerns. This
includes providing meaningful choices about data collection and use, algorithm preferences, and system behavior.
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Implementing granular privacy controls allows consumers to specify what data can be collected and how it can be used.
These controls should be easily accessible and understandable, with clear defaults that protect consumer privacy.

Providing algorithm choice options, such as different recommendation styles or pricing preferences, can give consumers
more control over their e-commerce experiences. This includes options to disable or modify Al-driven features that
consumers find intrusive or manipulative.

9. DISCUSSION

The analysis reveals that Al applications in e-commerce present a complex landscape of benefits and risks that require
careful balancing. While Al technologies have significantly improved consumer experiences and business efficiency, they
have also created new forms of privacy intrusion, potential discrimination, and consumer manipulation that challenge
traditional notions of fair commerce and consumer protection.

The tension between personalization and privacy represents a fundamental challenge in Al-driven e-commerce. Consumers
generally appreciate personalized experiences but may not fully understand the privacy costs of such personalization. This
information asymmetry creates opportunities for exploitation and highlights the need for greater transparency and consumer
education.

The global nature of e-commerce complicates efforts to address ethical and privacy concerns, as different jurisdictions
have varying regulatory approaches and enforcement capabilities. The development of international standards and
cooperative regulatory frameworks may be necessary to effectively govern Al in global e-commerce contexts.

The rapid pace of technological change also presents ongoing challenges for ethical Al governance. As Al systems become
more sophisticated and pervasive, new ethical and privacy concerns are likely to emerge that require continuous monitoring
and response from businesses, regulators, and civil society.

10. IMPLICATIONS FOR STAKEHOLDERS

10.1 Implications for Businesses

E-commerce businesses must recognize that ethical Al practices are not only moral imperatives but also business
necessities. Consumer trust is essential for long-term success, and companies that fail to address ethical and privacy
concerns risk losing customers and facing regulatory penalties.

Investing in ethical Al development and privacy protection may require short-term costs but can provide long-term benefits
through enhanced consumer trust, regulatory compliance, and competitive advantage. Companies that proactively address
these concerns may be better positioned to adapt to evolving regulatory requirements and consumer expectations.

Businesses should also consider the reputational risks associated with Al-related scandals or privacy breaches. The
increasing public awareness of Al ethics and privacy issues means that companies may face significant backlash for
perceived violations of ethical standards or consumer trust.

10.2 Implications for Consumers

Consumers need greater awareness and understanding of how Al systems in e-commerce work and what privacy and ethical
risks they present. This includes understanding data collection practices, algorithmic decision-making, and the potential
for manipulation or discrimination.

Consumer advocacy and collective action may be necessary to pressure businesses and regulators to address ethical and
privacy concerns effectively. Individual consumer choices alone may be insufficient to drive systemic change in Al
practices.

Consumers should also consider adopting privacy-protective behaviors, such as using privacy-focused browsers, limiting
data sharing, and carefully reviewing privacy policies and terms of service. However, the complexity of modern Al systems
and data practices makes it difficult for individual consumers to effectively protect themselves without broader systemic
changes.

10.3 Implications for Regulators

Regulators face the challenge of developing effective governance frameworks for Al in e-commerce that balance
innovation and consumer protection. This requires understanding rapidly evolving technologies while considering diverse
stakeholder interests and potential unintended consequences.

International cooperation and coordination may be necessary to address the global nature of e-commerce and prevent
regulatory arbitrage. Developing common standards and enforcement mechanisms can help ensure consistent protection
for consumers across different jurisdictions.
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Regulators should also consider the need for adaptive and flexible regulatory approaches that can evolve with technological
developments. Traditional regulatory frameworks may be insufficient for governing dynamic Al systems that continuously
learn and adapt.

11. CONCLUSION

The integration of artificial intelligence in e-commerce has created unprecedented opportunities for personalized consumer
experiences and business efficiency, but it has also introduced significant ethical and privacy challenges that require urgent
attention. This research has identified several critical concerns, including algorithmic bias and discrimination, manipulation
of consumer behavior, lack of transparency in Al decision-making, extensive data collection and profiling, and inadequate
privacy protections.

The current regulatory landscape, while evolving rapidly, remains insufficient to address the full scope of ethical and
privacy concerns posed by Al in e-commerce. Self-regulatory initiatives by industry, while valuable, cannot substitute for
comprehensive governance frameworks that prioritize consumer protection and ethical Al development.

The path forward requires collaborative efforts from multiple stakeholders, including businesses, regulators, technologists,
and civil society. Businesses must prioritize ethical Al development and meaningful privacy protection, even when these
practices may conflict with short-term commercial interests. Regulators must develop adaptive governance frameworks
that can effectively govern rapidly evolving Al technologies while promoting innovation and protecting consumer rights.

Ultimately, the goal should be to harness the benefits of Al in e-commerce while ensuring that these technologies serve the
broader interests of society and respect fundamental values of privacy, autonomy, fairness, and human dignity. Achieving
this balance will require ongoing vigilance, continuous adaptation, and a commitment to putting ethical considerations at
the center of Al development and deployment in commercial contexts.

The stakes of getting this balance right are significant. As Al becomes increasingly pervasive in e-commerce and other
domains, the precedents set today will shape the future of human-Al interaction and determine whether these powerful
technologies serve to enhance human flourishing or create new forms of exploitation and harm. The responsibility for
ensuring positive outcomes lies with all stakeholders in the Al ecosystem, and the time for action is now.

REFERENCES
[1] Barocas, S., Hardt, M., & Narayanan, A. (2019). Fairness and Machine Learning. fairmlbook.org

[2] European Commission. (2021). Proposal for a Regulation on Artificial Intelligence. Brussels: European
Commission.

[3] Federal Trade Commission. (2020). Using Artificial Intelligence and Algorithms. Washington, DC: FTC.

[4] Jobin, A., Tenca, M., & Vayena, E. (2019). The global landscape of Al ethics guidelines. Nature Machine
Intelligence, 1(9), 389-399.

[5] Mittelstadt, B. (2019). Principles alone cannot guarantee ethical AIl. Nature Machine Intelligence, 1(11), 501-
507.

[6] Noble, S. U. (2018). Algorithms of Oppression: How Search Engines Reinforce Racism. NYU Press.

[71 O'Neil, C. (2016). Weapons of Math Destruction: How Big Data Increases Inequality and Threatens
Democracy. Crown.

[8] Pasquale, F. (2015). The Black Box Society: The Secret Algorithms That Control Money and Information.
Harvard University Press.

[9] Zuboff, S. (2019). The Age of Surveillance Capitalism: The Fight for a Human Future at the New Frontier of
Power. PublicAffairs.

[10] Zuiderveen Borgesius, F. (2020). Strengthening legal protection against discrimination by algorithms and
artificial intelligence. The International Journal of Human Rights, 24(10), 1572-1593.

© 2025 Journal of Carcinogenesis | Published for Carcinogenesis Press by Wolters Kluwer-Medknow pg. 491



